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ABSTRACT 
 

This thesis delves into advanced cybersecurity methodologies with a focus on reverse 

engineering, vulnerability research, and exploitation techniques within Windows operating 

systems, particularly in the context of the Internet of Things (IoT). The study emphasizes the 

challenges of analyzing complex, closed-source software environments, with a special 

emphasis on Windows-based systems, which differ significantly from Unix-based 

environments in terms of kernel architecture and security mechanisms.  

The thesis provides a comprehensive methodology that integrates reverse engineering, fuzzing, 

and malware analysis to identify and mitigate vulnerabilities in complex software 

environments. Key aspects include in-depth explorations of Windows kernel security, browser 

exploitation, and the application of fuzzing techniques to uncover security flaws. The work also 

proposes innovative solutions such as the use of honeypots for real-time exploit detection, 

automated debugging of browsers to discover zero-day vulnerabilities, and the integration of 

machine learning in malware analysis to streamline detection processes.  

Windows Host Honeypot with Hypervisor Monitoring is a novel method for detecting exploits 

in the wild by setting up a Windows host honeypot, combined with hypervisor-based 

monitoring. Automated Browser Exploit Detection represents the solution that involves using 

automated debugging and memory sanitization tools to monitor for browser exploits. 

Automated Malware Analysis with Machine Learning to address the challenge of bulk malware 

analysis, this approach integrates machine learning with virtual kernel debugging. Reverse 

Engineering Techniques for Cybersecurity Applications is part of the research that provides a 

detailed guide on applying reverse engineering techniques to various cybersecurity challenges, 

including malware analysis, vulnerability research, and binary analysis.  

These solutions contribute to the field by offering innovative approaches to proactive 

cybersecurity, particularly in environments where traditional methods may fall short. The 

research underscores the necessity of integrating advanced reverse engineering techniques with 

existing security frameworks to better protect against emerging threats. 
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INTRODUCTION 
 

The process of reverse engineering can be applied successfully in many different cybersecurity 

areas. It represents a workflow and a combination of techniques to understand closed-source 

software with minimal or no documentation beforehand. The expected results include clear 

information about the inner workings of software, the internal routines, and the purpose of the 

analyzed sample. The process includes disassembling a binary, decompilation, debugging, 

static and dynamic analysis. We often see it being used in actions such as malware analysis and 

vulnerability research.  

The vulnerability research field is an ever-increasing topic that started to get a lot of traction 

and attention in the last decade. It can be comparable to the widely known bug-bounty programs 

where researchers are focusing their efforts on testing web applications, mobile applications, 

networks, or source code review. However, vulnerability research on binaries and desktop 

applications requires completely different approaches and a similar difference is present in the 

exploits and vulnerability classes. Still, the two domains have the same goal of discovering and 

reporting vulnerabilities in different software solutions.  

Reverse engineering can be applied in many different areas as is not necessarily related to 

software on its own, but rather a concept of approaching a closed environment with the purpose 

of understanding it by constantly probing for results and observing output. As a general 

description, it could be defined as the deep-level understanding of a self-preserving technology 

that was intended to be kept private in the form of no documentation or minimal support in 

debugging the presented solution. 

Similarly, in the last decade, we can clearly see an ever-ascending trend the Internet of Things 

(IoT) industry as more devices are reaching the market every year. The security maturity of the 

IoT field is increasing, however, judging by the number of publicly reported vulnerabilities 

affecting those solution, we can note a high chance of identifying easy-to-catch vulnerabilities 

even in the top vendors.  

In terms of dedicated development for IoT software and hardware, the continuous research and 

development resulted in custom-made solutions intended for specific devices. However, on a 



general level, most of the marketed solutions are based on similar operating systems, public 

libraries, and general software that is used across many industries and not necessarily 

developed for IoT-related programs. 

The thesis tackles a variety of subjects related to exploitation techniques, operating system 

internals, the process of reverse engineering, debugging, and tools used, and includes 

dedicated chapters for each subject with practical examples. The main purpose of the research 

is focused exclusively and revolves around the Windows operating system with Intel x86 and 

x64 CPU support. As opposed to Unix-based environments, Microsoft has a different approach 

with regard to kernel development and the implementation of kernel-related mechanisms. 

Ultimately, the high-level concepts are the same as in the case of any other major operating 

system. My affinity for Windows-based software and the challenge of closed-source kernel 

components was one of the main motives for completing this research. 

The current level of documentation and general knowledge for Windows-based exploits is 

scattered around in various sources. Exploiting development in software and high-value target 

still represents a learning process based solely on one’s curiosity and self-learning drive. 

Moreover, we can see a big difference in public research, presentations, and trainings with 

support on Windows-based technologies as opposed to the Unix-based environments, 

especially significant in the IoT industry. This should not be corelated with a lack of resources 

of meaningful research on Windows side as in the last 5 years, many more papers have been 

published tackling this subject with technical-oriented research based on different exclusive 

scenarios and others that had a more general approach towards it. Being a highly specialized 

niche of software security represents a challenge when gathering materials and references for 

a solid workflow and foundation towards achieving a complex level of understanding the 

reverse engineering process of a highly complex solution such as an operating system kernel 

or a browser. Furthermore, the exploitation techniques and vulnerability discovery mechanisms 

are highly customized based on the attack vectors and the exploited environment. With the 

increasing implementation of protection and mitigation mechanisms, this raises challenges as 

some techniques are becoming obsolete while others suffer major improvements in order to 

bypass the protections.  

THESIS OBJECTIVES 
 

The main objective of the research thesis is to identify, define, test, and apply reverse 



engineering concepts over a broad spectrum of low-level software testing with support on the 

Windows operating system on x86 and x64 architecture from a vulnerability research 

perspective. This can be achieved by understanding the attack surface, the offensive security 

approach of external actors when it comes to finding a 0-day vulnerability in complex solutions 

and the process of leveraging exploitation techniques in order to obtain a fully working exploit 

code. Another key point is evaluating the abuse and in the wild usage of such exploits and 

applying the identified techniques in order to research and create a relevant proposal that is 

able to prevent or detect malicious behavior on the victim software or machine. One final aspect 

of the research is providing examples and an applicable baseline research that can be used in 

order to proactively identify vulnerabilities and report them to vendors as to limit the exposure 

and increase the overall security posture. 

The necessity of current research is determined by a missing link between various public 

writings and papers that span the industry, including conference presentations, business and 

technical blog posts, and academic papers. The aim of the research is to frame multiple contexts 

of reversing while applying the same baseline knowledge in terms of analysis techniques used, 

mindset when approaching the debugging perspective, and understanding the target software. 

Although many examples presented such as browser exploits, kernel attacks, and malware 

samples are making use of very different approaches and have their own internal knowledge, 

the process of understanding, debugging, and consolidating remains largely the same. Having 

knowledge of how to apply vulnerability research in a proactive way can help to elaborate 

defense techniques that can later mitigate future exploitation attempts or, in some cases, can 

fully deny a specific technique. 

Looking at the level of knowledge in the field of 0-day vulnerability research, the depth of 

technicality and research is very deep; the majority of released exploits and research oftentimes 

are linked with a vast understanding of internals of such systems, at the point of kernel level of 

low-level processes including security protections that might conflict with the exploit 

development process. Each target represents a technical challenge on its own. Having a broad 

understanding of the overall process equips a researcher with the base knowledge to tackle each 

project confidently and can further aid in meaningful progress from both the offensive and 

defensive perspectives. In terms of hunting 0-day vulnerabilities in the wild, most solutions 

active in the market have proprietary systems, closed source, and have limited to no possibility 

of customization or the ability to add on-premises detection. 



THESIS STRUCTURE AND METHODOLOGY 
 

The thesis is divided into 10 main chapters as follows: 

Chapter 1: Introduction is the first chapter presented in the thesis and opens the research 

topic with an overview of the structure and the research methodology used. The introduction 

covers general subjects regarding reverse engineering and the main scope of work. It also 

explains the current level of documentation in the field and the personal motivation for the 

research while showcasing its necessity. Moreover, a brief abstract is presented for each 

original solution presented in the thesis. 

Chapter 2: Economic impact and analysis model continues with the initial research by taking 

a look at the economic impact of attacks conducted over the Internet on the overall software 

landscape. It describes topics such as malware campaigns such as ransomware attacks and the 

economic damage created, while also taking a look at different campaign starting points. 

Among common delivery mechanisms, such as social engineering attacks, we can also note the 

usage of zero-day or n-day exploits for publicly known vulnerabilities. There is also a direct 

correlation between freelance vulnerability research and public disclosure through various 

security programs. Moreover, there is an analysis of the direct economic damage between 2021 

and 2022, and a considerable increase can be noted.  

Chapter 3: IoT and vulnerability research explores the Internet of Things landscape and 

provides interpreted statistics from developers that include security risks, operating system 

usage, and trends. The chapter represents the link between the main theme of IoT in the 

business area and the scope of the research thesis which is focused on the security aspect of 

specific IoT developments with support for Windows. We identify that a portion of the IoT 

segment is using Windows Embedded (Windows IoT) as the main operating system, which 

shares many architectural similarities and internals with the main Windows NT kernel. 

Chapter 4: Software vulnerabilities research expands on the idea of conducting research on 

different vulnerabilities affecting the operating system, binaries, and other complex solutions 

such as browsers. We list the most common security bugs and their associated particularities. 

The perspective of binary exploitation is compared with the current protection mechanisms 

available at the binary and operating system level. There is also a categorization based on the 

most effective attack and exploitation technique with an emphasis on bypassing the said 



security controls. Each type of vulnerability is presented in detail, and, in contrast, the 

mitigation features implemented on different levels. More advanced methods of bypassing 

protection often require the usage of multiple security bugs that can be used in conjunction. 

Chapter 5: Windows internals security is one of the main support chapters that details the 

Windows internals and architecture behind the most important routines and features 

encountered throughout the thesis research. The first key points presented are the mechanisms 

of elevating a Windows process, a feature that will be mentioned in the next chapters during 

the exploitation and post-exploitation phase. Windows internals security is a subchapter that 

follows the architecture of Windows kernel through various topics such as the Object Manager 

and Security Descriptors, process access tokens and integrity levels, and process execution 

properties. This research provides a baseline knowledge for the implementation and technical 

analysis during the practical evaluation of the thesis. Additionally, having prior knowledge of 

internal processes and routines helped in understanding how different security bugs occur in 

the Windows kernel and other complex software systems such as browsers. 

Chapter 6: Windows virtualization security is a specific Windows internals topic described 

briefly in the previous chapter and analyzed in more detail. Virtualization-based security 

represents an edge in protection against various exploitation techniques targeted against the 

Windows operating system. It offers an additional layer of privilege and adds restriction 

methods that are harder to bypass as they can become very situational. We also explore the 

Windows kernel attack surface and take a look at how Windows drivers can be evaluated from 

a security perspective. The drivers are the link between user mode and kernel mode and many 

instances, especially in the IoT sphere where devices and sensors are embedded in the IoT 

solution for the business and functional logic.  

Chapter 7: Malware analysis provides details on the malware analysis processes from a 

defensive perspective, leveraging the operating system knowledge to monitor the activity and 

successfully reverse engineer a given sample. Details about different evasion mechanisms are 

presented along with the possible solutions to bypass the protection mechanism that a malware 

might develop. The first two subsections deal with the static and dynamic analysis model with 

various practical examples that are most commonly encountered during malware analysis. 

Moreover, since the C/C++ programming language is one of the most commonly used in 

malware development, we take a look at useful techniques to facilitate an optimal reverse 

engineering session. Using the level of knowledge obtained from the previous chapters and the 



malware analysis one, a solution based on hypervisor is presented for automatic detection of 

exploits in the wild. The system can also be used to debug proof of concepts, a technique that 

can provide valuable information that can help in creating generic detections. 

Chapter 8: Fuzzing is a key component of the offensive security research field that can be 

used to automatically identify security bugs in the code of the analyzed software. There are 

various types of fuzzing processes and methods. In this chapter, we review some of the main 

methods of implementing fuzzing in cases where the researcher has access to the code or from 

a black-box approach. The results show that some of the key components of every fuzzing 

campaign are the instrumentation methods and corpus collection combined with an optimal 

harnessing mode. 

Chapter 9: Browser exploitation shows a practical exploitation of a public CVE affecting the 

Chromium browser which is a use-after-free vulnerability in a sandboxed Chromium process. 

We take a look at the public-source code available and draw conclusions based on the internal 

debugging process in order to obtain read and write primitives by leveraging internal V8 

routines and structures. Additionally, WebAssembly is used to forge a shellcode and place it in 

the heap memory using heap spraying techniques. Finally, the exploit is executed, and the 

results show that the Chromium process runs in a sandboxed environment, and an additional 

vulnerability located at the operating system level is required in order to create a bypass. The 

results enforce that the security of a system is closely connected by all of its system, and the 

underlying OS plays a major role in the security of a product. 

Chapter 10: Conclusions is the final chapter that presents the conclusions of the thesis, all 

contributions resulting from the research, the dissemination of publication during the research 

time, and future work. 

 

This thesis delves into an integrated security analysis framework, which combines reverse 

engineering, fuzzing, malware analysis, and vulnerability research. Focused on IoT systems 

using Windows operating systems, the study aims to provide background and methods for 

uncovering and minimizing vulnerabilities, improving the security posture against 

sophisticated cyber threats. 

The increasing incorporation of IoT devices across various sectors demands increased security 

due to their complex interconnectivity and the critical nature of their applications. This paper 

underscores the importance of a holistic security approach by integrating reverse engineering 



with traditional security practices to protect IoT systems against vulnerabilities and attacks, 

particularly in Windows environments. The following methodology structure was followed 

during the thesis research: 

1. Conduct a literature review and obtain technical knowledge 

• IoT and Software Security Challenges: Current issues and security considerations 

specific to IoT and software systems. 

• Windows vulnerability research and internals: An overview of vulnerabilities 

inherent to Windows used in IoT contexts and details about relevant Windows internal 

security processes applied to the thesis subject. 

• Fuzzing techniques: The role of fuzzing in proactive security testing and applied 

fuzzing campaigns. 

• Malware Analysis: Examination of malware analysis techniques and the impact of 

malware attacks on Windows systems. 

• Reverse engineering: Insights into how reverse engineering can aid in understanding 

and securing software, focusing on reverse engineering techniques and methods. 

2. Research methodology 

• System setup: Configuration of an experimental IoT environment incorporating 

Windows OS. Gathering technical knowledge about reverse engineering practices and 

evaluating operating system processes. 

• Reverse engineering: Analyze software to identify security flaws in undocumented 

functionalities. 

• Vulnerability analysis: Using specialized tools to perform reverse engineering in 

browsers. 

• Fuzzing Implementation: Tailoring fuzzing tools to identify vulnerabilities within the 

operating system. 



• Malware Simulation and Analysis Techniques Introducing malware to observe 

interactions with existing vulnerabilities and system defenses. 

3. Vulnerability and reverse engineering research 

• Identification of vulnerabilities through reverse engineering: Techniques to 

uncover or debug hidden vulnerabilities and security weaknesses using reverse 

engineering. 

• Impact assessment and mitigation strategies: Evaluating the risks associated with 

identified vulnerabilities and proposing robust mitigation and detection strategies. 

4. Results and discussion 

• Integration Benefits: Evaluating how combining reverse engineering with fuzzing and 

malware analysis provides a deeper understanding of security challenges in the 

Windows environment. 

• Proposed solutions: Presentation of original solutions that combine all the techniques 

discussed in the thesis.  

• Conclusions: Concluding remarks summarizing critical findings and providing 

concrete recommendations for security improvement. Outline of suggested protocols 

and security measures based on the thesis analysis. 

5. Future work 

• Advanced reverse engineering techniques: Further development of reverse 

engineering methods to enhance detection and mitigation of sophisticated threats. 

• Cross-platform security analysis: Expansion of the research framework to include 

IoT systems operating on different platforms. 

ORIGINAL SOLUTIONS 
 

The following ideas are presented as possible solution concepts designed to add improvements 

or resolve the issues identified during the research stage, specifically looking into automated 

mechanisms to integrate reverse engineering programmatic techniques with complex 



interpretations: 

1. Identifying exploits used in the wild via a Windows host honeypot and a hypervisor 

monitoring process. The process of debugging Windows-related kernel vulnerabilities can 

be used in conjunction with address sanitizers to catch zero-day exploits by exposing 

specific services on the public internet. Windows logs are very broad a targeting all the 

system-level services can create a storage and processing problem, however, scoping 

specific features such as the RDP protocol, SMB or RPC will limit the inbound information 

at permit automatic debugging without losing performance in the processing power of the 

operating system. Having important ports like the ones previously mentioned can be a 

perfect candidate for monitoring against attacks targeting publicly facing Windows 

machines. Logging outside the honeypot configuration is also a must as the debugged 

virtual machine can be considered as compromised.  

2. Identifying exploits targeting browsers by making use of automated debugging capabilities 

and memory sanitizers. Similarly, having debugging capabilities and instrumentation when 

fuzzing on the browser can create an environment for monitoring active exploits and zero-

days. A setup can be created similar to the manual instrumentation during fuzzing 

campaigns with address memory sanitizers enabled in a virtual machine that has automatic 

URL loading. The URLs can be gathered from public malware repositories with domains 

known as malicious. Loading such URLs inside multiple browsers and having debuggers 

and sanitizers active creates an environment where potential undisclosed vulnerabilities can 

be observed. The internal virtual machine used for this automation must the sandboxed in 

a strict environment as the detonation process will compromise the entire operating system. 

3. Automated malware analysis using machine learning and automated virtual kernel 

debugging on Windows. Bulk malware analysis is one of the problems encountered during 

the sample triaging process as a researcher is always limited by resources and time when 

facing manual work. However, this can be automated using machine learning algorithms 

based on file similarity and combined with kernel debugging using drivers registered in 

order to bypass userland anti-detection methods. Through kernel mode monitoring and 

introspection, the full behavior of the analyzed sample can be analyzed by implementing 

kernel-level hooks on the Windows API calls made by the sample. Additionally, various 

static and dynamic flags can be extracted from the execute file in order to create an elaborate 

view of the sample and provide the means to create detections using a combination of flags 

and behavioral properties. When using machine learning, the corpus provided for negative 



and positive feedback is very important, as important as the relearning process of the 

algorithm that can be user-based.  

4. A walkthrough on how and where to apply reverse engineering techniques for different 

purposes in cybersecurity, which includes the analysis of PE binary files, a research topic 

that branches into malware analysis and vulnerability research. Furthermore, having a deep 

understanding of the underlying operating system that offers direct support on the analyzed 

topic is presented as a mandatory skill that will improve the analysis process, add new 

techniques to a researcher's arsenal, and help in translating debugging techniques into 

automated processes that can ease the binary analysis process. 

CONCLUSIONS 
 

Reverse engineering is considered a highly technical subject when dealing with closed-source 

software as it requires a large time investment and the complexity of the analyzed target scales 

directly with the effort required to understand and successfully analyze the scope. However, 

the methodology can be applied to many different areas, as the concepts remain largely the 

same, but the debugging, tools and internal knowledge differ in each case. The result of 

reversing, however, can produce very meaningful results that can be later managed based on 

the scope of the assessment. The research conducted aims to tackle a wide variety of applicable 

scenarios where reverse engineering can be used in the context of vulnerability research and 

software debugging for both offensive and defensive purposes. The IoT environment connects 

many of the technologies that take part in the process of creating a consumer product. The 

overall security posture of such devices and business applications is defined by the security 

structure of the entire ecosystem. This includes powerful engines such as browsers and the 

operating system kernel, all of them exposing different areas that attackers could target. By 

analyzing the current state of attacks and vulnerability usage in the wild, we can note an ever-

increasing trend in the utilization of 0-days for launching potent malware campaigns against 

Windows-based systems or attacks that exploit vulnerabilities in browsers, sometimes in 

conjunction with operating system exploits in order to bypass browser protections. The 

required knowledge and capabilities to investigate such issues are highly technical; however, 

the results have a large impact on the customer base as the affected products are used by billions 

of users. 

The thesis combines a number of subjects linked by reverse engineering techniques, 



understanding of internals, and co-dependencies that enable analysis and research from both 

offensive and defensive applications. One of the solutions presented provides a setup that can 

be implemented with hypervisors and heuristic algorithms capable of detecting exploits 

executed on the system. An example of fuzzing campaign is showcased, and metrics are 

recorded while in progress in order to display the adjustments made on different components 

such as the corpus used and the fuzzing harness. A browser exploit walkthrough is researched 

and the steps required to obtain code execution starting from a use-after-free primitive are 

researched. All the practical cases and solutions tackled in this thesis are supported by the 

Windows internals research and the Windows hypervisor protection knowledge described that 

helped to understand the attack surface and available indicators. 
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